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EVALUATION

Mahy Corminication Processors (CP) were not designed specifically
for gjmmunicaiica processing but were selected from commerically
available processors and adapted to this application. Performance

deficiencies relating to these processors are therefore to be

-expected. These deficiencies along with future communication

demands require careful evaluation in light of today's dramatically
changing technology so that cost-effective Communication Processor
Aréhﬁtéetune—designs may be effected.

The recent advances in LSI technology has caused significant
changes in the field of computer architecture. One trend is to
construct a processing system by interconnecting a large number
of processors and memory modules. Key to this approach is the design
of an efficient intercommunication network which can avoid the bottle-
necks introduced by the traditional br systems and enhance its
system performance in terms of availability, reliability, and
throughput. Also involved is the processing unit design. The
processing unit should include features for enhancing processing
power within chips, improving testability and system reliability.

Similar considerations can be used to design the CPS. However,
the performance of a CPS is only partially dependent on the computa-
tion effectiveness, thus architectural decisions have to be taken

to fulfill the communication requirements.
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This report discusses the commurication and the architectural
considerations that characterize the salient features of a CPS.
In addition, it provides the relative advantages of different

approaches currently prevalent in existing or proposed systems.

This effort's significance is both to architectural trends

which take advantage of low cost commercially available microproces-
sor technology and to the application of this technology to the field
of communications. -As siich, it has relevance to TPO's R3A and R3D.
This report will be disseilinated to the communications
comunity. Follow-on efforts will focus strictly on the multistage

1nterconnecta strategy for architectures in general.

J ES L PREVITE
Project Engineer
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CHAPTER 1
GENERAL CONSIDERATIONS
1. Introduction

A communication processor system (CPS) can be defined [1)
as a collective entity of all operations and lopie processes which,
when properly configured, would be capable of performing a wide
range of communication applications including circuit switching,
store-and-forward switching, or a combination of these twoe functions,
In store-and-forward switching either the message switching is imple-
mented or the packet switching technique is utilized.

While most circuit switching CPS's are specifically designed,
the overwhaelming majority of other CPS's are not originally designed
for communication applications. In most cases, they are commercially
available systems adapted f{or this purpose, in these CPS's, the
presence of some performance deficiencies is quite natural. Even
in the processors specifically designed for circuit-switching func-
tions, there exist some limitations. Future communication demands
in commercial, government, cr military applications induce intensive
investigations to be carried out so that proper evaluation of these
deficiencies and limitations may lead to a new computer architecture
that will better fit in the projected requirements.

The recent advances in LSI technology has also caused significant
changes in the field of computer architecture. One trend is to con-
struct a processing system by interconnecting a large number of pro-
cessors and memory modules. The key questions for this approach is
to design an efficient intercommunication network which can avoid
the bottlenecks iniroduced by the traditional bus systems and echance
its systew verformance in terms of availability, reliabilicy, and
throughsut. Another question involves the processing unit design.
The newly designed processing unit should include features for
enhancing processing power within chips, improving testability and
system reliability.

Similar considerations can be used to design the CPS. However,

a dominant facter influencing the performance of a CPS is the
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effectiveness of the communication handling techniques. The design

objective of the computing s¥stem is only partially dependent on the

computation effectiveness and the arcliitectural decisions have to be

taken to fulf{ll the communication raquirements [2]. This leads to

an approach which differs from the conventional design criterion.

In the following, we discuss the communication and the architec-

tural considerations that characterize the salient features of a CPS.
In addition, we provide the relative advantages of different approaches

curfently prevalent in thé existing or in the proposed systems.

2; Communication Considerations

Several factors such as the communication technigue, the commu-
nication network characteristics, the network structure, and the network

design need to be examined when designing a communication system. |

Those factors are briefly discussed below.

A. Communication Technique

The communication techniques are critically important as
there could be more than one decision point along a path set up

if an intercommunication nétwork. There are at least two commu=

nication levels: source-to-destination and switching-point-to-

gwitching-point. There are three possible switching methodologies

for supperting general networking regquirements:

1: circuit switching,

2. packet switching, and

3. intégrated eircuit-packet switching.
The ¢ircuit switching involves the establishment of a dedi-

dated path bétween any two terminals and the connection is dis-

rupted only when ony one of the two users signals for such action,

This switching technique is relatively inefficient for transmission

of short messages. But, it is more suitable for transfer of
bulk data:
In contrast to circuit switching; packet switching attempts

to multiplex the use of the communication circuit among all

geries of fixed length, addressed packets of data which are

telated términal units. Messages are typically broken into a




T \I
ISR

\
[ l I
\II ‘|‘|||I‘ ll ‘l‘r, I

A

If
N

N

O | RN B PO

A

routed independently to their destination using store-and-forward
procedures. The packet switching can partialily solve the blocking
problem of interconnection networks. However, it also increases
the complexity of the control procedure and the effective time
delay.

The integration of circuit and packet switching into a
unified switching concept [3] enables efficient and econcmical
use of the communication system. It alse allows a better connec-
tion between the terminals. This Slotted Envelope NETwork (SENET)
concept utilizes constant perio’, self-synchronizing master frame
to convey messages to the multi-node network. The assignment of
compartments to different types of traffic provides both circuit
switching and packet switching capabilities simultaneocusly. The
characteristics of different subscribers have been used to
separate three different classes of traffic [3]. These classes
and associated parameters are given in Table 1.1. The size of
the compartments for each group of traffic is allowed to vary
dynamically with the instantaneous traffic conditions and is
achieved by performing the frame composition and decomposition
at each node. Each envelope begins with a header and the end

is recognized by a trailer.

B. Communication Network Characteristics

The characteristics which can be used to specify the inter-
communication network are identified as follows:

1. topology of interconnaction network,

2. control structure of interconnection network,
3. logical complexity,

4. blocking probability,

5. message response time,

6. system capacity or throughput,

7. network reliability,

8. sensitivity,

9. traffic bottleneck or deadlock,
10. transmission error rate, and

1l1. cost.
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C. Network Structure

The cost and performance of the intercommunication network

depends greatly on the network structure as the designer chooses,

The network structure in the form of cross-bar switches is a
widely utilized circuit-switching technique for establishirg a
connection between any two users. The maximuin number of simul-
taneous connections set-up between various subscribers can be
achieved only if each cross-point is capable of providing conflict-
free parallel switching. Since the number of cross-points grows
exponentially with the number of subscribers, the cost of the
circuitry required for the switching facilities becomes signifi-
cantly high when the number of subscribers is large. The solution
to this problem at the cost of set-up time is the use of multi-
stage network structures where tne network is partitioned inte
several stages and the desired connection is established via
intermediate stapes. The cost advantage.offered by the multi-
stage network is partially off-set by the control selection time.
However, multistage network usually provide multiple path connec-
tions and are, therefore, more fault-tolerant than cress-bar
swicches., The current trend is to utilize the multistage network
as effectively as possible.
There are four types of multistage interconnection networks
[4]):
strictly nonblocking network,
wide-sense nonblocking network,
rearrangeable nonblocking network, and
blocking network.
A strictly nonblocking network allows connection between
any two lines regardless of rhe current connections. A wide-
sense nonblocking network provides the same service if specific
routing rules are observed. The rearrangeable nonblocking network
also has the same capability except that it requires alteratiomns
in the existing connections, The blocking network can perform
many but not all possible connections.
Generally speaking, the nonblocking property is nct the prime

criterion for choosing network structure. Network structure with




properties of easy manufacturing, low cost, simple control,

graceful degradation, and short delay time are the major parameters.

D. Network Design

The hardware design considerations for the interconnection
network are:

1. cross-bar switches versus multistage design,

2. central versus distributed control.

W"rﬂ T i
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I

3. 1linkage versus connection capability,

T

4. circuit partitioning and chip types,

5. number of interconnection points versus system relia-
bility, and

6. synchronization.

The network software design is essentially to have a set
of basic control procedures to ensure an efficient, correct and
smooth transfer of information in the interconnection network

system. The basic control procedure can be partitioned inte
the following four categories [5,6]:

1. communication protocols,

2. flow control procedures,

3. graceful degradation considerations, and

4. routing procedures.

3. Architectural Considerations

The evolution of the CPS architecture shows that the trend has

been from uniprocessor architecture to mulriple-processor architecture

either in circuit switching [7-12] or in stere-and-forward switching

[13~14] and the interconnection technique tends to he full connection
[15]. Current proposals [12,16-21] of CPS architectures also show
that a CPS with the capability of performing integrated circuit and
store-and-forward switching (e.g. SENET) is preferred. Thus, various
attributes of interconnection organizations such as the transfer
strategy, the control method, the path structure, and the system
topology are used to classify the actual system designs [1].

Based on the interconnections between various functional units

of a2 computer, the present day multiple-processor systems can be




classified into the following categories:

A. Time-Shared or Comnmon Bus Systems

In this organization, the complexity depeads on the number
of buses and their functional usage. The simplest single bus
system allows communication between various constituent units
via the common bus and at any time only one path can exist
between a sending and & receiving unit. The use of multiple
buses allows more parallelism. The only drawback of such systems
is the requirement of additional bus control signals. An example
of such systems with multiple buses is the one proposed by GTE

Sylvania Inc. [18].

B. Cross-Bar Switching Svstems

The cross-bar switches provide noablocking simultaneous
memory accesses and communications among Other functional units.
With this interconnection organization, the maximum number of
transfers that can take place simultaneously is limited by the
number of memory units and the bandwidth-speed preduct of the
buses rather than by the number of paths available.

The system can be expanded by adding additional modules of
crosspoints. But the number of crosspoints grows exponentially
with the number of switching ports. Carnegie-Mellen C.mmp is

a good example of such a systern.

C. Mulriport Memory Svstems

In this organization, the control, switching and priority
arbitration logic is concentrated at the interface to the memory
units. Each processor has access through its dedicated bus to
all memory units. Memory access conflicts are resolved by assign-

ing permanently designated priorities to each memory port.

Possible access to all memory modules by each processcr
through its associated bus leads to a very high transfer rate.
But, the multiport memory system requires a large number of
processor-memory interconvections. An example of such a system
is the IBM 360/67.




D. §ystem with Multistage Intercomnection Networks

Many of the large computer systems that are being used and
dezigned today have interconnection networks either between
processors and memory mudules or between subsystems with each
system consisting of a processor-memory pair. In most of these
systems, the interconnection networks constitute the heart of
the system.

Depending on functional requirements, the control scheme
and other factors, there exist several variations of interconnec-
tion networks. The multistage network allows the desired commu-
nications in a more general way than the other three organizations.
One of the examples of such a system is the flip network in
STARAN [24].

E. Other Svstems

Some systems have mixed interconnection organization. The
Pluribus system [13] having memory and I/0 buses is an example.
This system is used as a modular switching node for the ARPA
network. It consists of seven dual processors sharing two banks
of multiport structured memory modules.

Basically these characterizations are derived from the
existing systems. However recent advances in LSI technoclogy
have caused a significant change in the field of computer archi-
tecture., It is quite obvious that any further significant increase
in processing speed can be obtained only by concurrent processing

of several data sets and the feasibility of incerporating as many

as 105 functional modules in a single complex computer system is

no more questionable. Of course, the hardware cost is not of

major concern any more,

o o gl

Some of the problems like synchrenous switching, central
control, graceful degradation, routing techniques, and full
conriection can be easily tackled by cost effective LSI implemen-
tation of the interconnection organization. In-turn, this requires
minirization of the number of module types and not the number of
components utilized. Functionally and physically partitioned

modules not only make them suitable for LSI implementation, but
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allow the use of the same software control program developed
for a single moclule. Projection from the past progress in LSI
technology, we may foresee that the most complex computer sys-
tem of today can be fabricated on a small number of chips in

the near future [27].

Report Organization

The major characteristics pertaining to the communication and
computing aspects of the CPS have already been reviewed. The rela-
tive merits of communication aspect have been covered in Chapter 11

{31,32]. Chapter III1 analyzes the performance, reliability, and

life cvcle cost of various multi-processor architectures [291. A-

mong hundreds of CPS's now in operations or in planning, this re-
port includes only those systems which have recently been proposed.
Such a selection can be justified by the fact that whenever a new
architacture is to be evolved, attemps are made to overcome all the
shortcomings and limitstions of the antecedent systems. Moreover,
newer systems are expected to reflect the current state-of-the-art.
Chaptzr IV through VIII covers the general description and
evaluation of several proposed CPS's. A brief concluding remark
indicating the potential adoption of the system is also included
towards the end of each chapter. Some of the existing communica-
tion systems are briefly described in Chapter IX. Finally, the
comparison of the proposed systems and our own recommendations

are outlined in Chapter X,
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CHAPTER 1I
NETWORK ANALYSIS CORP. STUDY OF
INTEGRATED DOD VOICE AND DATA NETWORKS

1. Introduction

The report prepared by Data Network Corporation [31,32] presents
a comparative study of three potential network design strategies of
circuit switching, packet switching and hybrid switching for DOD voice
and data communications'requirements. Recent advances in computer
and communications technologizs further make this study important.
Three basic aspects covered in this report are:

1. the economics of serving voice and data applications on

a common integrated communications system,

2. the comparison of alternative switching technologies for

integrated voice and data networks, and

3. the cost-effectiveness of alternative voice digitation

rates and strategies.

The digital conversion of analog voice waveform and transmission
in digital form offers advantages such as a greater immunity to
interference and compatability and ability to serve voice and data
traffic with a common integrated system. In addition to voice and
data communication, future Department of Defense (DOD) requirements
can be given by the following:

1. couferencing,

2. multidestinations message dispatching,

3. computer generated voice response,

4. automatic speaker authentication, and

5. computer recognition of speech content,

The future data rraffic is assumed to be 36.15 Mrrs with a
composition of 50% bulk and 50% interactive data. System costs
are also obtained for data throughputs of 11.6 Mbps, 86.8 Mbps and
202.4 Mbps. The effect of 675 Erlangs and 1350 Erlangs of voice
load on the cost and performance is also considered. The digitation

rate of the voice available in analog form is expected in the range

10
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of 2.4 kbps to 64 kbps. This makes the ratic of voice and data

trafific to vary from 3:97 to 94:6 percent.

Description of Switching Strategies

The transmission of future voice and data traffic is possibie

using the following switching strategies:

A. circuit switching,
B. hybrid switching {circuit/packet), and

C. packet switching.

In the following, these technigues are briefly discussed.

A. Circuit Switching

)

In circuit switching, the associatecd transmission facilities

are reserved once an end-to-end circuitr has been established

between the calling and the called subscribers. The circuit
setup is achieved either by "originaticn office control™ or on
a link-bv-link basis by "progressive reuiing". This type of
conventional circuit switching is utilized for voice and bulk
data applications. But, for interactive data users, the circuit
setup continues only during the message transmission. This is
known as fast circuit switching, In ideal circuit switching,

the setup time is assumed to be =zero.

B. Hvbrid Switching

Hybrid switching tecunique allows integration of voice
and data applications by dynamically sharing the switching and
transmission facilities between traffic using the circuit switch-
ing (for voice) and packet switching (for data) mecdes. The

hybrid system emplovs a constant period master frame which

"o o

consists of several slois for the two types of traffic. The

o

structure of such a frame is shown in Fig, 2.1. The voice and

data are multiplexed on the circuit switched region while signal-

™

Iing messages for circuit setup/disconnection and intersative

data are included in the packet switched region. The packet

header includes all necessary information to ensure a unique

£
3

reassembly into the original message.
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Two hybrid switching options are investigated., The first
is the fixed boundary frame management where the frame partition
between circuit~switched and packet-switched traffic is fixed.
The second type is moveable boundary frame. This does have an
assigned boundary but the unutilized part of cii.ult-switched

mode can be dynamically assigned to the packet-switched traffic.

C. Packet Switching

In voice communication, an end-to-end full duplex channel
is utilized only for a friction of time. Packet switching
eliminates the wastage of transmission capacity during the
silence periods in the voice conversation. This concept is
utilized in a network shown in Fig. 2.2. 1In this network

structure, a periodic analysis of speech indicates the active

state of the speaker and the digitized form of only the part

that is transmitted, as the silent part.contains no information
and nothing is transmitted from the hand-set. Thus, packetizing
of digitized voice and data is done at the source switch and
store-and-forward procedures are utilized. At the destination,
the digital representation is used to create a synthetic version
of the original speech.

The transmission of digitized voice can be done using
either a fixed path protocol or a path independent jrotocol, 1In
the fixed-path protocol, the oripinator signals messages to
setup a path while no pach is set up in the path independent
protocol and each packet is transported to the destination
independent of other packets of the same conversation.

Thus, any one of these three techniques can be utiiized
for information transmission. But the performance of a network
greatly depends on the nelwork structure. Another important
aspect is the cost-effectiveness of including voice digitation
devices of varying rates. Three different alternatives of
“placing the digitatien process arc:

1. the backbone network voice requirements are in digital

form at a given bit rate,

2. volce is digitized at the origination backbone node, and
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3. voice is digitized at subscriber hand-sets.
The network is designed for the following performance
values:

1. 1% end-to-end blocking for circuit switched voice,

2. 200 msec end-to~end packet delay for interactive data
users and packet voice, and
600 mgec end-to-end packet delay for bulk data appli-
cations.

Existing computer and communications costs are utilized

to arrive at the cost models for the communication lines and

the hardware cost. The communication cost model is given by:

LC(1) = 0.61[40.05 + p(i)° 873 ¢(3)0-728

where LC(i) = total monthly cost for link i [$/month], D(i) =
length of lirk i (miles), and C(i) = channel capacity of link i
[Kbps].

The hardware cost model is a function of processing, memory
size and the cost of channel interface. The cost function can
be given as

sc(i) = 0.35p(1)° 67

+0.31~1(1)°‘9 + I b, C ()
g 1
where SC(1i) = total cost of switch i [$§], P(i) = processing

capacity of switch 1 [1061nstructxons/sec], M(1i) = wmemory size
[106(32 bit) words], and Ci(j) = channel capacity of outgoing
link.

The parameter b

represents the cost of the channel inter-

h|

face and is a function of the channel capacity.

3. Cost Comparison of Switching Technologies

The total monthly cost in millions of dollars for various switch-
ing technologies as a function of the Voice Digitation Rate {VDR) is
shown in Fig. 7.3. The VDR is seen to be an important factor affect-
ing the cost.

-For circuit switching, a delay of 140 msec is assumed for circuit
setup/disconnection whiie the duty cycle of an interactive user is
agssumed to be 10 seconds idle time followed by 1000 bits of an

average message.
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In hybrid techniques, the packet size for interactive data is

assumed to be 800 bits with 200 msec average end-to-end delay and
the bulk data packet is 1200 bits with a delay of 600 msec.
For packet-switching technology, the following were used to

obtain the range of the cost:

1. fixed path protocol (FPP) with headers of 48 bits and
96 bits,

2. path independent protocol (PIP) with headers of 152 bits
and 256 bits.

Table 2.1 illustrates a cost comparison of various switching
strategies considered here.

The switching cost over the VDR range considered varies between:

1. 9-13% for traditional circuit switching,

2. 53-62% for fast circuit switching,

3. 25-55% for hybrid switching, and

4., 27-38% for packet switching.

The unit costs of backbone switching and transmission per
megabit of traffic is given in Table 2.2.

The cost of integrated versus two separate voice and data
networks as a function of voice digitization rate is shown in
Fig. 2.4.

Table 2.3 shows the cost below which it is economical to
provide VDR devices in the backbone network and Table 2.4 indicates
the total system monthly cost when VDR is located at the hand-set.

Quantitative results of cost/performance studies for each of

the alternative network technologies have also been obtained in

this report. Variation of cost as a function of the following

parameters have been investigated in detail:
1.

2.

interactive user duty cycle in circuit-switching technology,
think time of interactive users in alternative network
technologies,

fixed and moveable boundary frame in hybrid switched system,
mixes of bulk and interactive data applications, the packet
size for bulk data applications and priorities in hybrid

switched backbone network,

function of voice digitslization rate, data throughput, voice

16a
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Table 2.2 Unit Cost of Alternative Network Technologies

Cost of Backbone Switching and Transmission

per Million Bits (in cents)

Network Technology
Voice Digitization
Rate (Kbps) HS
2.4 9.4
9.6 8.0
16 7.1

64 2 4.8

Traffic Scenario: 2,700 Erlangs Voice and 36.15 Mbps Data
Current Price ¢f hing and Transmission

PS-Packe _witching, HS-Hybrid Switchire, FCS-Fast Circuit
Switching, TCS-Traditional Circuit Swit hing
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Table 2.3 Costs Below Which it is Economical to
Provide VDR Devices in the Backbone Network

2.4 Kbps VDR 16 Kbps VDR
Device Device

Traditional Circuit
Switching $98,000 $70,000

Fast Circuit Switching $16,500 $11,500

Hybrid Switching $ 5,500 $ 3,900

Packet Switching $ 3,700 $ 2,800

Table 2.4 Sample Results Comparing Total System Monthly
Cost (Backbone Network, Local Distribution
Network, Voice Digitization Devices) for the
Option of Digitization in the Handset for
100,000 Handsets

Voice Digitization Voice Digitization
Rate of 8 Kbps Rate of 16 Kbps

Traditional Circuit
Switching $40.8 M/mo .8 M/mo

Fast Circuit Switching $18.4 M/mo .0 M/mo
Hybrid Switching $14.8 M/mo

Packet Switching $12.6 M/mo
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loss percentage in hybrid switching system,
fixed path protocol and path independent protocol in
packet switching,
impact of composite packet option in packet switching, and
8. voice digitization rate for different data throughput
levels in packet switching.
Based on all these results, it is recommended that the packet
switching technology is to be selected as the prime alternative
for future integrated DOD voice and data networks. But the transi-
tion issues from the DOD's current circuit-switched voice network
must be investigated and resolved first.
A second alternative is the hybrid switching technique. Develop-
ment of a network test-bed will be quite useful in all future planning

of the network.

4, Discussion

The wain shortcoming of this report can be said to be the brief-
ness in developing the study model. The complete analysis and the
report is based on the models described in this report. But, step
by step explanations are not given regarding the validity of the
models.

Another important aspect not well emphasized is the sotiware
aspect of the system. The ever-increasing and over-riding cost
of software is an important factor in deciding the cost of the
present day computing systems. The parallel and distributed pro-
cessing techniques and the fault-tolerant concepts have created
soluticns as well as unforeseen new problems. These need special

consideration.
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CHAPTER I11
CARNEGIZ-MELLON STUDY OF MULTI-PROCESSOR ARCHITECTURES

1. Introduction

The Carnegie-Mellon report [29] studies the suitability of varinus

wultiprocessor architectures for processing integrated data. A multi-
cocessor system in an abstract form can be represented as shown in

Fig. 3.1. The sympols P, M and S represent a processor, a memory unit,

and a switch, respectively. Other notations commonly utilized in multi-

processor systems are L for link, K for controller, T for transducer,

and D for data operatiom.

The first system considered in this report is C.mmp (Fig. 3.2) which
has a fully-interconnected, central crosspoint switch to connect memory
ports to processor ports. The second system (Fig. 3.3) has a fully-
interconnected, distributed Processor/Memory switch. Each processor of
this Pluribus system may have several processors, each with its own
memory. Similarly, 2ach memory module may have several memories. These
features reduce the complexity of the interconnection within the switch.
The third architecture is Cm* (Fig. 3.4) which has a low concurreaucy
switch (the network of buses) to access the shared memory. The structure
is built from Processor-Memory pairs called Computer Modules or CM's.

The local memory is also shared in the system. The S 1 allows the

loca
first level of mapping while inter-cluster access is provided by Km

ap.
The other two systems included are the Global Bus System (Fig. 3.5) ’
with single cluster of P-M modules and the Tandem multiprocessor struc-
ture (Fig. 3.6) with looser interconnections. Access to ncnlocal memory
in tendem system requires communication between the source and desti-
nation processors.

The following sections describe the performance evaluation and
reliability, and life cyvcle cost analysis of the above mentioned five

architectures.

2. Performance Evaluation

Processing of integrated voice and data at each node requires

several processes and is given in Fig. 3.7. 3ut the decomposition
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Fig. 3.1 An abstract view of a multiprocessor

Fig., 3.2 Carnegie Mellsn C.mmp
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into independent tasks itself 1s a problem and there exists no general
solution. Hence, here, two types of decomposition are considered which
represent two extreme points in the possible number of combinations:

A. Decomposition I - A processor can execute any task

B, Decomposition II ~ A processor is dedicated to a particular task.

The communication among the task is assumed to be done through
queue of messages. Such queues are stored in the global wemory in the
cas¢ of Decomposition I while Decomposition 11 requires use of the
processor's own local memory for its correspondi 2 queue.

An example of a decomposition for C.mmp, Decowposition 1 is given.
Each of the threce communication lines has the packets as shown in
Table 3.1. The total number of memory references for each process to
each of the memories and the totsl time delay is goven in Table 3.2.

The minimum number of processors needed to handle the varying amount
of traffic and the two possible decompositious are given in Tables 3.3 -
3.5. The effect of 10 times faster processor and mewory units are
included in Tables 3.7 - 3,10,

From these tables, it can be easily seen that the C.mmp and Pluribus
architectures are best suited for processing the integrated voice and
data. This can be easily attributed to their interconnection schemes

for the shared memory,

3. Reliability and Life Cycle Cost Modeling

To calculate the reliability and mean time to failures of the
various interconnection structures, a computer program has been developed.
The input to be defined is the type of architecture, the number of
available resources and the minimum number of required modules for the
whole system to function (fail-soft).

Figures 3,8 and 3.9 show the C,mmp system reliability for various

numbers of required processors and for different sizes of memory ;

™

modules. Such curves for the Pluribus system are shown in Figs. 3.10
and 3.11, Figures 3.12 and 3.13 indicate the reliuability Cm* while
Figs: 3,14 and 3.15 are for the Global Bus system, Finally, Figs. 3.16
and 3.17 provide such curves for the Tandem systemn,

It is wall known that the five architectures had differing design

goals, C.mmp was meant to be a high performance multi-minicomputer.

Vo WA W lemaest B St 8

Cm* .as desizned to be a highly available, extensible and modular multi-
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Table 3.1

Amount of Traffic in Each Communication Line

18 voice slots of three 16 bit words each

18 voice slots of five 16 bit words each

2 data packets of 25 16 bit words each

2 data packets of eight 16 bit words each

6 control pack

Table 3

ets of four 16 bit words each

.2 Memorv References for Various Processes

Process

Voice
“rocessing

Packet
Sorter

Data Copy

Data
Processing

Acknowledge
Handling

Total

No. of
Local
References

12879

2898

3612

2628

22017

No. of
Global
References

2118

435

No. of
1/0
References

Processing
Time (msec)

60000

13584

16896

12456

102936
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Table 3.3 Minimum Number of Processors Needed for 62% Voice
and 28% Data Traffic with Decomposition I

Architecture % of Tl carrier in each of the lines
12%  24% 48%  61%
C.mmp 7 12 22 27
Pluribus 7 12 23 29
Global 9 17 31 39
Cm* block move 12 18 33 42
Tandem - - - -
Cm* 12 21 39 45

Table 3.4 Minimum Requirements for 62% Voice, 28% Data, Decomposition 11

Architecture % of Tl carrier in each of the lines
12% 247 48%  61%

C.mmp 8 13 23 29

Pluribus 9 14 24 30

Global 11 18 32 41

Cm* block move 21 24 39 48

Tandem - - - -

Cm* 21 27 42 51

Table 3.5 Minimum Requirements for 25% Voice, 67X Data, De.omposition 1

Architecture % of Tl carrier in each of the lines
17%  33% 50% 66%
C.mmp 6 9 13 17
Pluribus 6 10 14 18
Global 8 14 21 27
Cm* block move 12 18 24 30
; Tandem - - - - :
{ 3
; Cm* - 12 18 27 33 ;
i H
= %—_
i3 30
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Table 3,6 Minimum Requirements for 25% Voice, 671 Data, Decompositicn Il

Architecture % of T1 carrier in each of the lines

174 33%  50%
C. mmp 5 11
Pluribus 6 11
Global 9 16
Cm* block move 18 21

Tandem - -
Cm* 18 24

66%
18
19
28
33

39

Table 3.7 Minimum Number of Processors Required for 62% Veice, 287 Data

with Decomposition I and 10 Times Faster Memcrv and Processor

Architecture % of T1 carrier in each of the lines

12%  24%  48%
C.mmp 5
Pluribus
Global
Cm* block move
Tandem

Cm*

Table 3.8 Minimum Requirements for 62X Voice, 28% Data, Decomposition 11,

61%
6
8

11

15

18

10 Times Faster Processor and Memory

Architecture % of T1 carrier in each of the lines

24%  48%
C. mmp 6 7
Pluribus 6 7
Global 8
Cm* block move 18

Tandem 9
Cm* 21

61%
7
9

13

21

24

e

e

W
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Table 3.9 Minimum Requirements for 25% Voice, 67% Data, Decomposition I,
10 Times Faster Processor and Memory

Architecture % of Tl carrier in each of the lines
17%  33% 50% 66%

C.mmp ‘2

Pluribus

Global

C* block move

Tandem

Cm*

Table 3.10 Minimum Requirements for 25% Voice, 67% Data, Decomposition 11,
10 Times Faster Processor and Memory

Architecture % of Tl carrier in each line
33% 50% 66%
C.mmp 5 6
Pluribus 6 6
Global 8 9
Cm* block move 18 18 18
Tendem 9 - -
Cro* 18 21 24
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Fig, 3.8 C.mmp with 64Kw prr port, 512Kw required (lumped switch)
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(distributed switch)
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Fig. 3.11 Pluribus with 6 processor buses, 3 memory buses,
128Kw/memory bus, 8 processors required,
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Fig. 3,12 3-Cluster Cm* with
three processors/cluster, 32Kw/Cm, 144Kw required (parallel buses)
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Fig. 3.17 Tandem with 12 processors, 32Kw/processor,
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processor. Pluribus and Global were meant to be modular and extensible

multiprocessors. Tandem was a highly available multiprocessor., Before

we can compare the reliability of the ‘ive systems, wc have to normalize

these architectures with respect to a common factor. Figure 3.18

depicts the reliability curves for these configurations with 12 processors

and 384K word memory and shows Pluribus and Global Bus the best.

Another way of comparison is to obtain the reliability of these svstems

with minimal amounts of resources needed for the same performance.

Such curves are shown in Figs., 3,19 - 3.21 which indicate C.mmp and

Pluribus arc best.

4. Conclusion

The use of multi-processor architecture for efficient handling of

integrated voice and data at each node seems to be verv useful. The

multi-processor system not only provides parallel processing capabilities

but allows high availability, fault tolerance and graceful degradation.

The question of which multi-system structure is to be selected largely

depends on the user requirements. One major shortcoming of the Carncgie-

Mellon report can be easily identified. All of the five architectures

have fixed configuration and there is a need to consider a system having

a flexible interconnection network between various f{unctional modules.

This growing need has been emphasized by several researchers and this

sho1ld no longer be neglected.
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Reliability and Life Cycle Cost Modeling
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Fig. 3.19 Equivaient performance 62% voice, 28X of data, normal
proccessor, 24% of Tl carrier in each line, three lines
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CHAPTER IV 1
NORTH ELECTRIC COMMUNICATIONS PROCESSOR SYSTEM :

1. Introduction

A Communication Processor System (CPS) is usually referred to as

4

the entire array of equipment required to implement a working switching
center. The functional baseline of the CPS proposed by the North

Electric Company [15] has been derived to suit the requirements of the

D
il

T

potential applications such as the Message Switching, Packet Switching,

Circuit Switching, Technical Control, Digital Concentrators, etc. The
selection of the features to be incorporated is based on their sujta-

™
b
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bility to the present and projected military communication requirements.
The major operational ccnsiderations for the cormunication systems
include the message accountability, the common channel signaling, the

network control and management, and the dynamic trunk allocation tech-
niques.

The message accountability indicates the traffic service relia-

bility of a communication system. The military application requires
more rigid processing steps of the message delivery, receipt acknow-

ledgement and the automatic retransmission capacity whenever needed.

The common channel signaling ofiers several distinct advantages

over the presently utilized inband signaling method. This technique

allows exchange of information between processor controlled switching

systems over a network of signaling links, thereby obtaining increased

signal speed and information capacity and an improved reliability
associated with increased flexibility.

The network control and management problem is relatively new

i b{v‘n M.M‘ ¥ m@#w MWW W“ il i

and additional work in this avrea will produce continued enhancement
in automated contiol operstion.

- The dynamic trunk allocation technique as discussed in Chapter 1V
allows-multiplexing of various types of digital traffic so that improved

performance can he achieved by an increased usage of the facilitjes.

All necessary computation requirements are implemented by either

using hardware cr software. A specific functional allocation to either

hardware or software is decided based on its suitability to the
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characteristics such as system flexibility and rapid reconfigurability,

increased throughput by central processors off-loading, cost-ef’ective-

ness and simplicity in system control. For some of the functions,
a proper union of the software and hardware provides more effective-
ness.

On the hardware design side, the architectural decisions are
taken after a careful evaluation of the existing systems. The important
questions posed are the selection between monolithic and multi-computer
system, the size of the computer, the interconnection topologies
between processing units, .memory modules and other units of thc system
and the use of private memory, shared memory, or both private and
shared memory. Based on all these factors, the North Electric study
led to the architecture of a distributed processor computing system
designated as the Central Computing Complex (CCC). The nine specific
semi-autonomous units constituting the CCC and their intercommunication
path via the connection matrix, are shown in Fig. 4.1. Many attributes
of a CPU have been allocated to other units aad due advantage of LSI
technology has been taken to make the units smart.

Several important factors affect the performance of a computing
system. The four sets of cbjectives characterizing the salient features
of the processing system architecture have been recognized as follows
{15]1:

A. Functional Requirements

The principle functions to be performed by the CCC is to
provide higi--speed processing associated with the system flexi-
bility and reconfiguration capability. These functions can be
classified as:

1. modularity at the unit 1level,

2. replication as needed at the unit level,

3. automatic graceful degradation and recovery,

4. self-failure detectionm,

5. built-in diagnostic facilities and commands,

6. built-in monitoring capabilities, and

7. expandability from a minimuin set of unite.
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B. Range of Resource Requirements

The range of necessary support desired for the system gives
an idea of the approximate variation of different resources
needed for the system. The total working memory, the size of
the mass memory, the speed of the instruction execution, the

word-length, the power of the repertoire, and the number of

channels, etc., reflect the essential information needed for

the resource requirements. Nermally, a compromise on the selec-
tion and the limits of the resources are done in such a way that
each of their utilization factors can be uptimized in the best

possible waiy.

C. Operational Availability

The Communication Processor System (CPS) requires the

availability figure to be as close to 100X as possible. Even
the value of 0.996, common in most commercial applications, is
not acceptable. Viability requirements are usually satisfied

by the replication of the units. Thus the better ava:lability
accomplishment encourages the adoption of modularity that pro-
vides on-line testing and high diagnostic¢ resolution and isolation
of failed units. The solid-state technology has continued to
improve the reliability of the digital subsystems and at a certa
point of advancement, the inclusion of redundancy may not allow
substantial improvement in the overall reliability of the system.
Hence, efforts are directed towards minimizing the redundancy

cost without any adverse effect or ithe reliability factory.

D. Architectural Survivability

The architectural survivability of a complex system like CPS
is very important. The cost-effectiveness of a system should be
considered for the total life-cycle costs and not just the purchase
cost. The life-cycle time of 10 to 20 years for a CPS is quite
common. The survival of s system is affected by the factors such
as the improvements in the component fabrication technology,
shift in the applications baseline, the modifications in the

digital system design principles, and the changes in the software




support language, etc. The present trends in hardware cost

reduction does not seem to be changing in the near future and

A e

the dominant parameter of primary concern that governs the cost

ik

i

of a new scheme is the money investment in preparing the necessary
software for a totally new system. Hence, much attention s
concentrated in simplifying the software design costs and thus

reducing the overall cost of the operating system.

2. Architectural Description

The connection matrix unit with inherent graceful degradation

capacilities is the heart of the CCC. The modular structured matrix

is self-diagnosing and causes interrupt whenever an incorrect connection
setup is tried. All the units of the CCC possess the following
characteristics.

1. common interface with the matrix and with each other,

2. unit generic micro-instructions,

3. dynamically modifiable logical identity (LID) which can

differ from its physical identity,

4. dinterchangeability with any other v-ait of the same type,

5. self-failure and malfunction detection,

6. interconnection to other units via the matrix,

7. logically isolation from other units, and

8. power isolation from other units.

The different units of the CCC are essential, inseparable and
equally important. In fact, the load of CPU has been reduced by
adding a separate Interrupt Control Unit. A maximized size system
with up to 254 units might consist of 48 matrix control units, 16
memory units, 2 clock and timing units, 2 system monitor units, 2
interrupt control units, 2 memory-to-memory transfer units, 5 CPU's,
15 channels for servicing high speed trunks, discs and printers, 160
channels for medium and low speed lines and visual display units. The

units are classified as either passive (memory and matrix units) or

active (rest of the units). Eight bits are used to refer to any one
of the 254 units.

Every unit contains necessary data to check the validity of a

data transfer or command from some other unit so that the corruptior
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of control or data by defective devices or programming errors can be
avoided. In addition to self-checking, every inter-unit interface

performs parity generation and parity checking on byte basis. Each

unit is semi~autonomous. Other general features of the units useful
for inter-unit transfer are:
1. control cache memory (128 bits to 512 characters),
ports (one or more ports),
maximum unit ID,
logical 1D/Physical 1D,

Interrupt Control Unit 1D,

logical independence - power transient protection, malfunction

detection,
7. instruction stacking of at least one instruction per port, and

8. command execution speed.
Unce these general characteristics have been idencified, it is
easier to consider the design details of various uaits utilized in

the CCC. Each of the individual units is descrided beiow.

A. The Matrix
The matrix unit is transparent to the user and is the func-~

tional counterpart of the bus system currently prevailing in

general purpose computers. The internal structure of the matrix

depends upon the following factors:
1. the total number of active and passive units implemented,

2. the number of matrix ports required for each unit,

3. the total number of memory units implemented,

4. the amount of active unit to passive unit traffic,

5. the required path availability - degree of graceful
degradation, and

6. the processing load on the system.

The following assumptions are used to fecide the configuration

of the matrix:
1. every memory unit requires 1/2 an erlang of connectionm,

)
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2. every memory unit requires two independent paths through

W

the matrix,

”\ O T

3. every CPU requires .75 erlangs of connectivity,




every CPU requires two independent paths through the
matrix,

5. channels typically require a fraction of an erlang,

6. chanmel-to~channel and CPU-to-CPU transf- 4 are statis-
tically rare,

7. dises, trunk lines, monitor units, interrupt control
units, matrix control units, should be terminated with
two alternate paths,

8. most other channels need not have a redundant path,

9. memory-to-memory transfers are rare (because of shared
memory), '

10. a distributed controi, instead of a centralized control,
is desirable, and

11.  architectural modularity is essential and field modularity

dasirable.

Each functional unlit is connected to the matrix via a full-

duplex interface port. The {PU and memory units are each assigned ;

2 or 4 ports while hiph and low speed channels are to be provided
with 2 and 1 ports, respectively, The size of the matrix greatly
affects the overall speed and reliabilicy of the system. A
practical way of designing a conncction matrix is to implement

it in three stages. Such a scheme utilizing both time and space
division is lltustrated in Fig. 4.2, The matrix distributed
control lc based on saturation signaling. The connection to a
passive unit is done through a rectangular center stage while

& triangular stage routes the path to an active unit.

The following precedure is employed in establishing &

connection betwean a source and destination unit:

1. The source unir 2lects a port.

2. The source unit cransmits the destination identification
(DID) to the matrix and the DID is propagated in parallel
throughout the matrix along all encountered free links.

3. All free units recei 'ng the DID compare {t with their
own logical Ibc 7.  e2stination unit wmatching the

DID, aechoes back co <he source.

4, The echoed DID reaches the source unit and thus a trans-
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design problems in the matrix and these can be identified as:

10.
11.

12,
13.

Practical implementation of the above procedure poses some

1.
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mission path is established. All other unused links i
are then freed. E
1f either ail possible paths are blocked or the desti- %%
=

b

i

nation unit is busy, the links remaln in reserved state

s

until paths are unblocked.

If the source unit receives a no-path signal, one of

the following actions is taken:

a. retry until a connection is made,

b. try the connection via an alternate port, and

o try the connection with a usurpation mode.

The usurpation modes are used to force connections for
important signals such as interrupts.

After establishment of the path, the source unit examines
the echoed DID and compares. 1In case of error an
interrupt is transmitted.

If the reflected DID mutches, tbe soitrce unit transmits
its own ID to check for the priority stiructure.

The destination unit then changes the state of the path.
Then the source unit transmits a command, indicating the
kind of transfer or action which is to take place.

If the command is valid, data is transmitted.

At the conclusion of the transfer, the state of the path

is changed to RESERVED, holding the path for future

s

transfers, unless usurped.

duplicate logical ID's,

blocking of return path,

traffic sizing,

matrix topology (because of pin limitations),
matrix timing considerations,

matrix depth,

T O S P A PP L

reserve approach,

lrar; ;

matrix strecture (nct arbitrary), =
control signals, and !

alternate matrix appioaches.
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To obtain good results, a thorough performance anelysis of
the matrix is needed and can be done with the aid of simulation
of the matrix and other connected units. Tentatively, the fol-
lowing decisions are taken regarding the matrix:

a. the matrix is feasible with on-cnip gate delays of 1

to 2 nanoseconds,

b. serial transfers are optimum as compared to the parallel

transmission, and

¢. saturation signaling is selected.

B. Memory Units

The 65,536 character memory module with 250 to 500 nanoseconds
access time is .ddressed with a 24-bit fleld while 8 additional
bits are utii®~:d to indicate the logical ID (LID) number. The
character organized memory allows memory-access overlapping.
Each memory module contains 256 or 512 character control memory
which provides the priority and the protection information associ-
ated with all other units of the CCC. The control memory layout
is done in a way to accomplish maximum packing. All passive units
are assigned high-order LID's. The memory protection mechanism
differs from the existing practice such as:

a. it is more restricti'we and structured,

b. 1t is associated with the memory module rather than

the CPU, and

¢. a similar scheme applies to all units.

C. Input/Output Operations, Channel Units and Inter Unit

Repertoire
The largest part of the I/O functions are the input, the

output and the storage, and 1/0 is extensively utilized in front-
end functions, in messages switches, packet switches, concentrators
and multiplexers. A good I/0 structure reduces the processing
load and enhances the effective use of the operating system.

The following essential characteristics are to be included
in the 1/0:

1. effectively unlimited number of devices,

D O R
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2. wunlimited number of device types (though not necessarily

simulatneously),

3. maximizing the number of generic, device independent

commands,

4, wuniform method for handling interrupts and transfer

terminations - preferably device independent,

5. minimum interference between I/0 and processing,

6. 1isolation and encapsulation of device dependencies, and

7. minimization of I/0 driver programs and subroutines -

maximal commality despite device differences.

Both internal and external communications are used in CCC.
Most of the internal components providing inter-unit (IU) trans-
fers ar2 transparent to the user. All external commands are
done following a specific order ¢f the unit, channel, device
controller, and the device. The chamnel is characterized as:

1. channel master/slave states,

2. speed control (only in Master Mode), and

3. channel buffers (4 character buffers for each inlet

and outlet).

The channel unit contains a cache memory to store a vaiidation
priority and other necessary information (via data address, data
count, command chain address, data chain address, condition chain
address, termination instruction) to execute the I/0 transfers.
The inter-unit command mode is to be distinguished as follows:

1. the identity of the unit that initiates the command,

2. the identity of the unit that receivzs the command,

3. the identity of the unit where the command is to be

found,

4. the identities of the units that will participate in
the command - that is, the units that will actually
execute the command,
the manner in which the command will be terminated, and
6. the identity of the unit (if any) that will respond to

the completion of the command.

D. The Memery-to-Memory Transfer Unit
This is used for all passive to passive units transfers by
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issuing a third person command to establish connection between

o SR S

The memory-to-memory transfer unit (MMTU)

two passive units.
differs from the channels in the following characteristics:

eyt

1. fixed spe>d transfers (always at maximum matrix speed),

2. master waster mode only,
3. no commands like HOLD, GO, HALT IN, HALT OUT, GO IN,

GO OUT, HALT IN DATA, HALT OUT DATA,

4. no buffer control,

T e oy Y B TR Y I e

no dual input transfers, and
functionally a half-duplex rather than a full-duplex

unit.

E. The Processing Unit
The processing uuit is assumed to be equivalent to the CPU

of a midi-computer and possesses certain unique features commonly

found in large computers. Four sets of 16 registers of 32 bits

length manipulable as double word, full word, half word, and
byte constitute the processing unit of the CCC. The first three
registers are reserved for specific functions:
Register 0: 24 bit program counter, 8 condition bits,
Register 1: 4 unit ID's - for mer &y unit address augmen-
tation (i.e., page registers). The unit ID
number identifies the memory unit to be accessed.
Register 2: subroutine stack pointer, 8 flag bits.
Among the four sets of registers, only one set is actively
used by the Processing Uait. But this avoids the requirements
of saving the contents of the register set whenever the processing
state (e.g. interrupt) hes to be changed and a simple switch-over

from one set to another allows base level processing, high priority

g processing, interrupt state and all other states.

é In addition, an instruction stack of 8 words is also provided
§, for the instruction look-ahead with a possibility of instruction

% packing which allows storage of 7 to 32 variable-length instruc-
%< tions. This stack assists in executing tight loops with a minimum
§ number of memory: references. This is more effective (about 70 to
é% 802 cases in the communication programming) whenever the relative
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branch is entirely within the instruction stack.

The instruction set contains all usual arithmetic and logical
operations presently available in a general purpese computer. The
selection of the instruction repertoire among well-ordered and
fully-packed schemcs also poses an important question. In well-
ordered OP-CODE, every bit has a unique and indveperndent interpre-
taticn and is very convenient ia debugging machine codes while
the fully-packed system allows all possible bit combinations to
be used for the instruction set. For the contrel unit, micio-
programming technique is utilized over the bardwired control
logic.

Interrupts are not hundled by the processing unit. Thus,
there is no need for multiple interrupt priority level in the
CPU as it is taken caie of by the interrupt contrel uvnit (ICWY.
The salf-detectable interrupt condition causes the CrU to
generate an interrupt signal to the 1CU. The exist-nce of mal-
funzticns and alarm conditions that can be discovered by the CPU
include:

1. power alarm,

. parity error in received matrix uviransmission,

2

3. inter-unit micro issued Ly CPU rejected,

4, inter-unit micro issued by CPU not completed, aad
5

. dinterrupt chain vielation.

F. The Interrupt Coatrel Unit (ICUL)

The interrupt situation is haudled by any one of the two
assigned 1CUs. The unit transmitting interrupt to a particular
CPU, is directed to the primary ICU. If the comnnection attempts
through the matrix unit fails, it re-issues the interrupt signal
to the secondary ICU. Oncc the interrupt message is received

by the ICU, it determines what type of corrvective action should

i

be taken and on which CPU unit. The following acticn can be taken
by the ICU:

TR

1. forced program state change,

T

2. loading registers of a given set to stored values, and :

i

3. loading of the cache memory.

it
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Thus, the ICU is expected to perform more complicated
actions. Actually, one of the CPU's is assigned to function
as the ICU. The use of a CPU as a centralized 1CU improves

reliability because:

t
i

i. fewer unit types, and

2. more interchangeability, bigger sparcs pool.

It reduced the reliability as:
1. increased vulnerability of the system to a single
failure as a result of centralization, and

2. the CPU/Memory combination has a higher failure rate
than a special purpose ICU would probably have.

System availability and performance is improved because:

O U I s g At A Y Ay e

i. richer interrupt structure without compromises,

2. ability to tailor response to special situations, and

3. systenm wide diagnosis and ability to detect wmalfunctions
that show up in the interaction between units.

System performance and availability is degraded because the

interrupt response time is longer.

£

G. System Monitor Unit (SMU)

The system monitor unit acts as a "watchdog" on the CPU by
inftiating corrvective action whenever the anticipated periodic
test signals from various units of the CCC do not arrive. The
SMU contains 16 to 512 characters of PROM which translates the

characters as follows:

"MIN UID" - the identity of the wminimum valued LID to which
the SMU will respond, :
"MAX UID" - the identity of the maximum valued LID to which %
the SMU will vespound, €
"SMIUD" - the logical identity of the SMU itself, =
"CID B
X,Y,Z" - various LID to which the S$MU will report should %
a malfunction be detected, ¥§

"T1,T2" - timec period indicators, as taken from a clock :
signal, these are specific to the unit in the ,

table,
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"'yIip" - the logical ID of the unit to which the SMU
will respond should a particular unit fail to
report on time, and

"p" - the P fields following the MAX-UID entry are
two bit port priority filelds, with 00 inter-
preted as not allowing the specified unit to
access the SMU.

a2
The SMU also has self-testing capability.

H. System Timing and Clock Unit

The accurate time period to the CCC is supplied by the
system timing and clock unit. Usually, two clock units are
logically locked tov each other. The control memory of the clock
unit is stored in a PROM. Different fields of this PROM provides
essential information like MAX and MIN UID, SELF UID, ICU-IDs,
ALARM ID, priority/validation, COUNTDOWN; etc.

The clock unit can also provide the time of the day in

different formats.

I. Bootstrap Unit

The automatic bootstrapping of selected unit types is done
by the bootstrap unit stored in PROM and can be started by another
unit through the matrix. The 65,536 characters bootstrap PROM
contain first 512 characters that allows up to 256 entry points.
The bootstrapping is actually a sequence of unit microcommanas

and properly ordered data.

J. Performance Monitor Unit

On-line hardware and software performance monitcring has
now be2n realized to be important. The hardware monitoring is
done by a set of nigh impedance probes that collects the data
without any significant disturbance to the on-line programs.
The software menitoring needs placing tes instructions at
crucial points in the program. The software minotiring degree

totaliy depends on the correct placement of the proper instruc-

tions.
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K. Devices

Devices here indicate non-unit system components. These
are useful in supporting the communication functions of the CCC.
All devices are connected to one or more channels. The devices
considered useful for the CCC are the moving head discs, the
visual display units, the keyboards/printers, the digital line
termination buffers, the low-speed multiple line buffers. the
scanners/distributors, etc. These devices have varying capacities
as well is speeds and cau be selected according to the requirements

of the system.

L. General Software Considerations

The software components of the CPS covers the entire computer
software field. The on-line and off-line ceonsiderations and the
execution probability of the modules led to the following potential
software classifications useful for the CPS:

1. on-line, high execution probability software,

to

. on-line, low execution probability software,

3. critical on-line software,

4. critical eoff-line software

5. non-critical off-line software,

6. <configuration generation software,

~!

system perfermance monitor software,

§. system analysis tools, and

9. software development tools.

The software writing can be made easier by following certain
conrenient rules. Various factors governing the selection of the
higher level language includes universality, programmer's training
requirements, simplified definition and manipulation of files,
simplified creation of algorithms and processes, checking effec-
tiveness of source syntax errors and the machine independence
(i.e. transportability). Similarly, the assembler for the lower
level language should include certain important features.

Testing of correct execution of each instruction in the
system should be extensively '~ne. In addition, the operational

testing shouid be performed .cferably by simulating the traffic




conditions of the system, The software development to meet the
intended specifications, is of a major concern. Some of the
critical areas for the software developrent are:
1. software development languages,

program modularity,

linking arrangements,

overlay,

executive control, gnd

overload conditions.

3. Performance Characteristics

The system architecture discussed in section 2 is simulated using

a program called Generalized Analytical System Model (GASM) for message

and circuit switching systems. The objective is to evaluate the per-

formance when functions such as hardware, software and traffic charac-
teristics are varied. The technique utilizes three different switching
models for traditional message switching, packet switching and base
distribution (the base distribution is a full function store and
forward message switching system which provides, in addition, some
circuit switching facilities as done in AMME). Furthermore, for each
model, the processing task is split into a front-end function and a
message switching function. Thus, in total, six models are examined.
Table 4.1 indicates some of the important parameters used for the
master model. Values for about 200 system parameters are assigned
before the model performance is evaluated. The traffic characteristics
are described in Table 4.2. The circuit switched parameters are shown
in Tab'e 4.3.

The relative weights of various features used for system evalua-
tion are given in Table 4.4. The input rates are obtained by assuming
a delay of 2, 5 and 0.2 seconds for the message switches, base switches
and packet switches, respectively. These are utilized to conclude
and recommand the following characteristics by observing the system
performance:

1. total amount of memory,

2. number cf register sets,

3. paging,

4
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TABLE 4.1

Typical Examples of Parameters for Master Model

Description Unit

Memory and Processor Parameters:

1. Main memory speed - for one memory cvcle HUsec/cycle

Number of memory cycles for normal instruction cycles

(e.g., load, store)
Number of memory cycles for indexed normal

instruction cycles
Number of memory cycles for single level

indirect instruction cycles
Number of memory cyclés for indexed indirect

instruction cycles
Number of memory cycles for base of long

instruction (e.g., shift) cycles
Number of memory cycles for literal mode

instruction cycles
Fraction of a memory cycle for single bit

of shift cvcles
Rumber of memory cycles for special instruc-

tion (e.g., extract-insert-store) cvcles
Number of memory cycles for indexed special

instruction cycles
Number of memory cycles for "short" 1/0

instruction cycles
Number of memory cycles for base of indexed

shifts cycles
Number of memory cycles for program level

change and return cycles
Nurber of memory cycles for raw interrupt

overhead cycles

ERse

DR

it

Network Parameters:

1. Probatility that a circuit switched line
is encrypted prob. .8
2. Percentage of circuit switched lines that
are ''permanently" assigned prob.
Total number of lines terminated at switch number 50-400
Total number of Mode I lines terminated at
switch number 50-150
Total number of packet switched lines at
switch number 5-15
Average line speed CPS Variable
Number of switches connected to this one number 6
Number of switches in entire network number 20
Number of circuit switched trunks numbex Variable
Number of circuit switched trunk groups number 10
Number of Routing Indicators (RI) in RI table number 2000
Number of destinations in destination table number 3000
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TABLE 4.2

Traffic Characteristics of Systems

Required Z retransmission

5%

Store and
Packet Forward Base
Traffic Characteristics Switch Switch Distribution
1. i. Number of lines per switch 40 170 380 =
ii. In transit storage (line blocks) 20K 60K 120K 2
2. Message distribution in 7 =
(Narrative/Data) N/A 30/70% 40/60% E
3. Average message length in characters 500
(Narrative/Dats) (Packets) 2400 1.8K/30K
4., Multiplicity ] 2 4
5. Message processing delay
Second/Message 0.06 0.85-2 2
6. Throughput:
i. Sustained characters/second 20K 36K 95K
ii. Message arrival/second 20 5 1
(Packets)
7. Traffic by line speed:
i. % low (up to 600 BAUD) 0% 5% 5%
ii. % medium (1200, 2400, 4800) 5% 10% 85%
iii. X high (9600} 10% 15% 10%
iv. % very high (32K) 85% 70% 0% ;
8. Average holding time/message:
i. very high speed line 0.125 sec.  1-3 sec. - =
ii. high speed line 0.75 sec. 5 sec. 20 sec.
iii. medium speed line 3.5 sec. 10 sec. 65 sec.
iv. 1low speed line - 100 sec. 500 sec.

5%
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TABLE 4.3

Circuit Switched Systems

i
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Parameters Size
No. of Lines 600 2400 4200 6000
Calls/Terminal/Busy &
Hour 5-8 4-7 3-6 2-5 =
Originated Calls/ £
Busy Hour 3000-4800  96CD-16800  12600-25200  1200-3000 =
Originated Erlangs 133E-180E  360E-630F 473E~945E 450E-1125E §
Loop Originated 45% 40Z 357 30% %ﬁ
Trunk Originated 55% 60% 65% 707%
Register Hold Time 8-12 sec 8-12 sec 8§-12 sec 8-12 sec
TABLE 4.4
System Features
= Message Base Packet
Switch Switch Switch
Message Processing Delay 2.090 5.090 0.200 .
€
Front End Delay 0.1000 0.1000  0.050 i
Message Processing Input Rate 2.062 1.375 1.760 ig;
Front Ind Input Rate 0.750 0.51¢C 0.300 %
. Needed Front End 2.750 2.700 5.870 E
; Message Processing Memory 7.000 17.500 2.000 %
%:} Front End Memory 2.750 2.700 5.870 Eg
£ Total Memory 9.750 16.700  7.870 E
:T System Weight 0.14C 0.430 0.430

f Average Memory = 11.93 é
;;Ei:t 67 E
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. number of registers,
. indirect addressing,
shift instructions,

meve instruction,

clear memory instruct.on,

O O N O U

. link list instruction,
10. wemory speed,
11. additional features, and

12. perifpheral memories,

4. Discussion

The proposed CCC architecture covers several important problems
crucial to the CPS require¢ements. But there still remains some questions
related to their implementation aspects ~nd a few other considerations
have not been give enough weight,

The very first thing that can be pointed out is about a more
effective design of the connection matrix, which is acutally the hea™t
of the system. The selection of a distributed cennection matrix in place
of a centralized unit is definitely a constructive step in des.cning a
flexible parallel processing system. Use of cross-bar switches at each
state of the network is not the only and and the best p. .sible organization.
One can easily overlook these short-comings. But the saturation-routing
technique recommer.!ed for the matrix dese:ves a serious reconsider..ion.
This schemc not only need a centralired control but requires a larger time
deicv for the establishment of a desired path. Moreover, a?' the free-links
& kept rese-ved till it is possible to achieve a path between the source
and the destination.

Allocation of more than one pert for certain units definitely improves
the performance of the system in terms of the availability by alternate path
and the reliab’lity of the system. On (he other hand, this necessitates in-
crewsed hardwrre for those unic¢s and makes the matrix design more complex.
Thus, a careful consideration and allocation of ports is neces :ary to achieve
the best possible cost-perf -mance effectiveness. The initial conuection

et-up procedure takes care of a class of exiuvting faults in the system.
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But, nothing is mentioned about the reliability of the connection matrix.
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A thorough off-line testing and minor on-line functional checking of the E:

: &

O 5 matrix is essential. 2
In most of the existing super computers, the memory unit is usually %

=

bl

s

4

designed to be character organized. Furthermore, every LSI based unit is

= designed to possess byte-wise error checking capability. Probably this

might cause undue delay and it is now time to investigate the most pre-

valent type of favits in LSI1 circuits. This will not only help in re-
ducing long-term faults but will generat: guidelines to use specific hard-
ware and software strategies fer auto fault~diagnosis.

This processing unit in CCC is considered to be the CPU of a midi-
computer. As advances in technology has considerably reduced the LSI
chip cost, probably, is is worth exrloiting the poss'bility of using wicro-
processors. If the speed is the only hesistation for their adoption. then
the use of multichips, distributed arithmetic/logic unit with bit-slice

microprogrommable microprocessors could be tried. ,The use of a centralized

and simple control unit might degrade the performance of the system. A

more complex ICU with well-defined interrupt hierarchy could be utilized

: for complex systems like CCC.
Last, but not the least, the software aspects have not been considered

in enough detail. The software development cost is ever increasing and is

BT Oy 8 g o e

usually a significant part cf the system. The master controller for the
distribuied processor system has not been well-defined. The software par-
titicning and error recovery strategies are not properly defined.

CCC assumes all subscriber lin-s to be connected directly and the type

of the line itself identifies the data type. In orther words, pos<ibility

T TSI LA o g

of voice and data integration has been =entioned in the report. but, the

functional parts processing such integrated data have never been explored.
- > That is why the separation of different types of traffic in the integrated
;‘éi message has not been undertaken. As the integration of volce and date is

= & considered to be a better way of handling the data communication, this

should also be included in the overall design of the system.
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CHAPTER V
GTE SYLVANIA SENET-DAX STUDY

1. Introduction

This study is aimed at enabling a high level of transmission
efficiency when handling simultaneously circuit switching, packet
switching and some message switched traffic. The concept of Slotted
Envelope NETwork (SENET) [3) discussed in Chapter 1 has been utilized
in the GTE study to design a communication processor system designated
as SENET-DAX (Digital Access Exchange) scheme [16-18). The approach
is based on the use of constant period, self-synchronizing master
frame to convey messages to multi-nede network and each frame could
be shared by a diversified class of users grouped into the foliowing
two categories:

Class I: digitized voice, low-speed video, forward error corrected
facsimile, bulk 2 data from sensors, and

Class II: interactive, query/response, data base update, narrative/
record, automatic repeat request ‘acsimile, bulk 1 data and
non-sensor bulk 2 data transmiss”on and multi-access data
processors.

It may be noted that the Class III users of SENET concept are treated

as Class 11 subscribers.

The size of the two regions are allowed to vary dynamically with

¥

the instantaneous traffic conditions. To identify the beginning, each

A

envelope starts with a header and the end of the envelope is recognized

a0,
X

by a trailer. The optimization criteria are shown in Fig. 3.1. The

L
=i

i foct

Class 1 virtual ccunections require Common Channel Information Signaling
(CCIS) messages and are transmitted in Class II region.
The precedence allocation and the preference protocols currently
utilized in military applications can handle only limited classes of
narrative/record data traffic. The SENET concept can handle simul-
taneously all types of voices, pseudo-voices, and data transmissions.
The non-Class I data is transmitted in two ditferent modes: A "'store- :

and~squirt" technique for interactive query/response and the classical

70

e T T




R R R i Ry s SN G R R s e

BII83710 uotleziwildo yya-raM3s T1°'S 813

TOYINOD 30443 ANV IM.S TOYINOD 30¥s3 ANV SAAS 53ENiv3d IDIANTS
$3¥N1v3d 3DIA¥3S ADN31IDI343 NOISSIWSNY4L AVTIQ N¥OMIIN-SS08D
IWIL ISNOJSIY ALIDVAYD INdHONOYHL AV13Q 3D1430-5504D
NOHYNIGECOD TINNYHD NOILY¥OIN| 3AOW~I111NW IWIL NOILDINNOD
ALNEHdVAY dOOT ALITISIAVAY ¥NNYL ALNGIidYaY 40O
A L4 ¥ IEELE0 NOIEVZIWILEG Y \} 4

$¥055300%0 VIVQ

$OSN3S
$SIDOV-ILINw

viva Z-A09

INWISOVH-D34

(Gavym304d ANV 3¥015)
Z-347IN8 JOSNIS~NON
‘Yiva 1-31N8
‘INWISDOV -0V
'QUODIY/I1ILVIIVYN

[xva-13n3s) OIGIA
SIONVHIX3 033d5-#O1

|

$$300V WLI9Ig o
HLIM N3O/AL3N

34013AN3 Q311075

J—

3DI0A

(14INOS ANV 33015) > aazoig

21vadn 3sve vive
' ISMNOSIY/ANING
“INLOVHEIINI

1 SSV1D 18SV10

5 wenvay -

S

T T S




S e O T

SE e g e L R R R e e gy

TR e

"store-and-forward" technique for the narrative/record traffic. This

allows more flexibility and subscriber dependent trancsmission strategy.

2. Architectural Description

he major considerations in SENET-DAX study are:
A. master frame structure,

B. analysis of processing requirements,

C. signaling, synchronization and error control,
D. functional allocations in the SENET-DAX system,
E. system processor architecture, and

F. equipment/software survey investigation.

A. Master Frame Structure

The structure of the master frame selected is expected to

=
=3
=25y
=

achieve the following:

1. to support subscribers using equipment characterized

by digital data rates in the 8000N family, commercial
common carriers, and transmission systems now under
development,

2. to handle digitized voice rates representative of various
evolutionary stages of development siwmultanecusly with
the data rates without mutual interferences or prohibitive
inefficiency due to catering to the least efficient
technique,

3. to improve the grade of service, increase thr capacity,
or both, as more efficier. voice digitization, facsimile
transmission, and video transmission digitization tech-
niques are introduced. These improvements should be
independent of each other,

4. to minimize the cross-network delays and timings involved
in establishing calls, coordinating connections, crypto-
synchronization, propagation of trunk signalling (CCIS)
messages, error control and channel coordination in noisy
or delay environments, and end-to~end control and account-

ibility effects, and

72
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5. to minimize cross-office network delays and timings for
implementation concepts for DAX's and integrated tandem
switches.

The approach is to divide the wideband digital trunk capac-

ities into pre-specified periods (10 msec. or 20 msec.) master
frames as is shown in Fig. 5.2. The master frame starts with the

Frame Marker and is shared by dynamically varying Class 1 and

St

Class II Regions,

T

The start of Frame Marker consisting of the first N

5

(< 100 bits) bits, is utilized for the synchronization purpose.
In Class I real-time traffic, the time slice is reserved for

each call and this continues during each successive frame period

o PR

until redistribution of time-sharing is done because of varying
traffic conditioms.

The first portion of the Class I1 Region contains the Common
Channel Information Signalling (CCIS) messages which convey infor-

mation for Class I calls to be established and routed through the

network. The next follows self-identifying, self-routing and
of variable size Class 11 data packet. It also passes the infor-
mation about the precedence and the security classification.
Among the two approaches considered to transmit Class 11 messages,
the Advanced Data Communication Control Procedures (ADCCP) has
a better transmission efficiency and other useful features than
the USASCIY. The ADCCP packet normally contains the sequence of
flags (B-bits), the address field (8-bits), the control field
(8-bits), the information field and the frame check sequence
field (16 bits). The preemption criteria for a data call
(Class II) or a voice call (Class I) used is totally based on
precedence value.

The dynamic assignment of Class I and Class II regions

reduces the unused slice within the frame thereby reducing the

“inefficiency and improving the performance of the system. The
-Class II1 data of SENET concept consists of Bulk Data having the
following characteristics:
1. c¢ross-network connection time of 30 to 60 seconds,

2. wvariable input data rates from 100 Kb/s to 1 Mb/s,
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3. error control is required, and
4, perogative of system to terminate call temporarily.

The transfer of bulk 2 data (message length of 1 to 100
million bits) from sensor is accomplished as a Class 1 virtual
connection while Bulk I (10,000 to 1 million bits) and non-sensor
Bulk 2 transfer is achieved as a Class II packet~switched call.
The error control for the bulk data transfers is achieved by
segmenting data messages and providing cyclically-coded Frame
Check Sequence.

The CCIS messages are short digital control messages. In
addition to providing infcrmation to establish, terminate and
route Class I calls through the network, the CCIS messages are
also used for Class II coordination, error control, synchroni-
zation, recovery, maintenanca and accountability. The changes
in time slice allocation in the master frame is done only when
changes are required in the Class I region. This reduces overhead

due to the frequent interruption otherwise. The following CCIS

messages are necessary to establish and terminate Class I calls:

1. call initiate,
2. call complete,
3. call answer,

. release,

. preempt release,

4

5

6. operator recall,

7. acknowledge,

8. non-acknowledge,

9. glare,

10. out-of-service,

11. all trunk busy, equipment busy, invalid route,

12. unassigned or invalid number, incompatible connection,
called party unavailable,

13. call forwarding,

14. acknowledge call initiate,

15. synchronization ressages,

16. CCIS keep alive,

17. maintenance,

75




18. traffic statistics,
19. realignment, and
20. reinitiate synchronization.

The CCIS formats and field sizes are shown in Fig. 33.

B. Analysis of Processing Requirements

The Common Channel Information SZgnaling (CCIS) messages
used to control the individual subscriber channels, are expected
to satisfy the following:

1. permit processor software determination of varying

Class 1/Class 11 boundary on a frame-by-frame basis,

2. permit dynamnic remapping of the switched data channels
in the Class I region on a DAX-to-DAX interactive basis,

3. nrovide for the establishment and breakdown of switched
data calls of routine precedence,

4. provide for handling of pre-emptive switched data calls,

5. provide for DAX-to-DAX transfer of administrative
traffic, e.g. eutomatic message accoun.ing (/MA) data,
SYSCON messages, etc.

6. minimize cross-network time from dialing o. the las:
digit by the subscriber tn provision of ringback to the
subscriber, and

7. maximize utilization of Class 1 region; i.e. aliocation
of channels no larger and no earlier than necessary,
dropping of channels as soon as possible after release
of call(s), repacking of Class 1 region as soon as
channcl(s) are dropped.

Among the two approaches, (i.e. the Originating Office

Control and the Spill Forward Control) for the CCIS directed

call signaling and routing, the use of the second apprcach with
a suitable moderation is recommended. 1In this modified method,
any switch spills over signal only to an adjacent :witch and in
-tfie case of blocking in the primary link, the switch forwards the
call via alternate links. Four different strategies for the
Class 1 Region Channel Allocation are alsc considered and the

steps for establish.ng and breaking down Class 1 calls are also
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covered in detail. If pre-empting of call(s) is/are essential,
then it is done in reverse precedence order while the security
violation is also properly taken care of.

The Class II data packets self-contain the necessary link
and the network control information and the adaptive routing of

Class 11 traffic is done similar to the Class I traffic but on

a per-packet basis. In the situaticn where there is insufficient

room, a smaller packet of a lower precedence is transmitted.

The accountability of traffic due to dynamic alternate
routing and recovery from interruptions (both transient and
catastrophic) has also been ceonsidered. For Class I traffic,
it includes:

1. overall call accountability,

. CCIS message accountability,

. routing accountability,

. channel accountability,

. precedence accountability,

. security accountability, and

. trunk group accountability.

The Class 1I traffic accountability includes:
1. overall ~all accountability,

2. message accountability,

5. packet accountability, and

4. precedence and security accountability.

A high degree of the system availability and maintainability
18 achieved by continuous hardware and both on-line and off-line
software and a synchronized standby duplicate unit is constantly
available while the failed unit is being tested. The major
phases of the maintenance philosophy is given in the Table 5l1.

o

C. Signaling, Synchronization and Error Control

The DAX services are previded to the following three general
categories:
1. telephone instrume.cs - transmitting at various data
rates (2400 b/s to 50 kb/s) and employing either digital
or analog s. ling and supervision.

2. date termiraln - transmitting at various data rates
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TABLE 51
Maintenance Methodology

Establishment of a Failure Occurance

a.

Detection of the Failure

Verification that a Failure has occurred
Classification of the Failure as
Catastrophic or Transient

Fault Localization to a Point or Points
in the Network and Communication to
Central Node

Indication of Points in the Network
where Fault had an Impact

Reconfiguration to Restore Full Operation

a.

Disabling the Unit in which the
Existence of a Failure has been

Established
Removal of Failed Unit

Reglacement with a Spare Unit
(or Switchover)

Initialization of Replacement

Resumption of Normal Operation

Repair of the Failed Element

a.
b.

Cc.

Localization of Failure indications
Isolation of a Unit which is Replaceable
Replacement and Power-Up

Initiglization Checkout

Restoration and/or Recovery

Enablement of Switch-In (if applicable)
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(75 b/s to 200 kb/s), using either character or message
formats, various procedures, and operating either syn-
chronously or asynchronously by character or message, and

3. computers - transmitting at various data rates (4800 b/s

and above), using either message or packet formats,
various procedures and operating asynchroncusly by
message or packet.

The three phases of a DAX subscriber are the call initiation,
the data transfer and the call termination. Class 1 terminals
consist of the telephone instrument or data terminal requiring
circuit switched service. Class I1 terminals contain the message
and packet procedvral equipment including teletype, facsimile,
paper tape, cumputers, etc. Seven modes of operations are pro-
vided for Class IT subscribers. Six of them are message oriented
as used in AUTODIN and the seventh is to be used by packer termi-
nals.

Twc tvpes of interface, ovne for voice subscribers (telephone),
and ihe ccher for the ata subscribers (terminals and computers)
are also suggested. The Frame Synchrenization is essential to
minimize the transwission overhead, to realize a cost effective
hardware imp.ementation and to reduce the burden on the DAX
processor(s). A special bardware called Frame Maintenance Unit,
it assigned to each full-cuplex inter-DAX link for the synchro-
nization wonitering, For data terminals, a Line Interface Unit
is provided for bit-syrchronization.

The format change at both the originating and terminatiag
nodes for Class 1 virtual circuit switched data creates a little
problem. The loss of bit integrity due to dynamic assignment of
channels is avoided by buffering all dats at each node. But such
a delay is not necessary for the Class 1I pseudo real time packet
switched services.

To ascertain satisfactory transmission/receiving of data in
DAX network via connected nodes, it is essential to incorporate
interncde anu intranode synchronization. The first includes bit
synchronization {(network bit integrity) and master frame synchro-

nization on a link-by-link basis. The second concerns iaster




frame alignment and coordination at 2ach node. Various synchro-
nization schemes are evaluated in the light of factors like
survivability, cost, reliabilicry, complexity, etec. The distur-
bances caused by the transmission delay variations in links
like the coaxizl cable and the microwave radio are also considered.
The inherent self-checking characteristics of ADCCP packets
utilized in CCIS messages allows error control of the following
DAX network parameters: type and average transmission rate of
CCIS messages; noise environment; and retransmission scheme. The
ADCCP error handling capacity is augmented with the use of
Forward Error Correction (FEC). The three basic techniques for
error control in a data -network are:
1. error detection and retransmission of the dara found
to contain errcors (usually referred to as Automatic
Repeat Request),
FEC (errors remaining after the correction phase are
passed on along with the good data), and

3. FEC followed by error detection and retransmission.

D. Functional Allocations in the SINET-DAX System

The subscriber requirements can be summarized as follows:

1. short tronsmission time, systematically or occasionally,

2. simplex, conversational, or inquiry/respense-type commu-
nications,

3. transmission of large volumes of data,
temporary storage of data received ouvtside office hours
and automatic retransmissio: at office opening time,
automatic transfer of inceming traffic to an alrernative
terminal,
possibility of carrying out some simple precessing in
the switching centers,

7. 1low errsr rate,

8. security of transmission,

9. mode/ccde/speed/format cenversions, and

i0. data operation facilities.

The subscriber-related service features voice/data equivalence
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for both Class I and Class II are listed in Table 5.2.

The impact of subscriber features on the network include
the capacity, speed and cost of the network as affected by the
individual service of interest. The major measures of network
performance cre:

1. traffic throughput,

2. network grade of service,

3. 1link grade of service,

4. call completion and ééia transfer speed,

5. network control complexity, and

6. special equipment.

The impact of Class I and Class II and the system service

features on the network are also outlined.

E. System Processor Architecture

The compatibility of various architectures have been examined
according to the stringent requirement o% the SENET-DAX concept.
A higher level of diagnostic capabilities are essential since
reliability is of paramount concern. Both existing and proposed
uni-processor and multi-processor architectures have been con-
sidered. A single processor is seen to be unable to provide
software servicing required for the SENET-DAX system. The multi-
processor/multimemory interconnect structure designed by the
Carnegie-Mellon University exhibits modular growth in terms of
trunk and access servicing. The main shortcoming in this system
is the amount of reliability provided by the system. The redun-
dancy of several single thread elements have an impact on the
cost and complexity. Methodologies for task allocation for
pipeline processing are nct clear and the complex system software
for the processors controi produces a negative effect on the
performance.

The multiple processing system again poses an interesting
question of having a shared memory or private memories. With
the shared wmemory system, the multiprogramming approach for
performance enhancement is excessively degraded by the memory'

access conflicts. Thus, neither shared memory system noxr a high
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TABLE 5.2
SENET-DAX Subscriber Service Features

A
T

Class 1 Class 11

Precedence and Preemption Precedence and Preemption
Conferencing Multiple Addressing

Intercept Intercept

Data Service Universal Data Subscriber Interface
Secure Mode Conversion Mode/Code/Speed/Fcimat Conversion

Message/Communications Line Security

Compressed/Abbreviated Dialing (No Equivalent)
Call Transfer/Forwarding (No Equivalent)
Automatic Group Hunting (No Equivalent)
Attendant/Operator Functions (No Equivalent) :
Direct Access Service (No Equivalent)
(No Equivalent) Message Accountability é
(No Equivalent) Archival Storage ‘

{(No Equivalent) Retrieval and Trace




level of multiprogramming is suitable as compared to the distributed

memory system,

In the distributed system architecture the data throughput

rate is increased by the multiple processor/memory interconnect
system while graceful single fatlure degradation and distributed
diagnostic capabilities are still provided. Probably the inter-
processor communications overhead can be large.
The functional block diagram of the SENLT-DAX model distrib-
uted avchitecture is shown in Fig, 35.4. All nodal activities
are performed via a two level fully bi-directional bus and three
hardware/software groups {i.e. the nodel equipment group, the
trunk line group and the local access group) are attached to this
bus. The nodal processor performs minimal supervisory control
over nodal activitdies., The bus with six ports can service one
local access group and a maximum of five trunk line hardware/
software groups, each servicing one full-duplex trunk line at a
maximum rate of 230.4 kb/s. The local access port is interfaced
to a maximum of el=ven Class I and at least one Class 11 sub-
seribers via their respective processors.
The recommanded functional architecture is shown in Fig. 5.5.
A1l processors have an attached program memory. The control
FIFO's receive all bus transfer related control information. At
the link bus port, the link output processor takes care of the
prepared packet.
The sofrware allocations can be divided into the functions
expected from the link port, access port, and nodal processors.
1. The Liuk Port Processor Functions are:
a. Input Processor
i, dnitialization and initial Class I1 link list
allocation (Data),
ii, CCIS analysis and generation,
iii. routing,
iv. control switching,

v, list management (input map, deck, sequence

T

number, free list),

test/disgnostic, and

B R R D e
i
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vii. statistics.
b. Output processor
1. dnitialization aud Class 11 link list alleoca-
tion (program),
if., Class 1 list processing (program),
i1i. Class 11 list and queue processing (program)
iv. test/d*agnostic, and
v, statistics.
These processors operate in a background/foreground mode
and the interrupt service routine servic real=time line

contrel interface requests,

Nodal Processor Functions are:

(a) 1/0 contrel function (TTY),
(b) {nitialization,

{¢) 1link aud node administration,

(d) routing/traffic updates,

(e) test/diagnostic - link status,

(f) node statistics/measurements, and

(g) debugging aids.

Access Port Processor Functions include the servicing

of continuvous and rapid digital bit stream and this

requires functional separation of Class 1 and Class 11

W w1

~F
i

data. One preocessor takes care of ounly

e

traffic. The detailed functions to be performed are:
a. Class I Processor:
i. Ciass I buffer management - classmark proce
and subscriber buffer allocation based on
10 amsec,
routing - outgoing link selection via routing
table,
Class I DMA controel ~ Class 1 buffer address
transfers by DMA from varicus port data
memories,
local subseriber supervision/signaling scan

and control, and




‘, :
i

ARG

local subscriber switching - address munipula-
tion of Class I memory to create a cross-
connected bi-directional data flow.

b. Class Il Processor:

i. Class Il dbuffer management - similar to
Class I, 20 word blocks is managed as a free
list memovry resource for dyvnamically pro-
cessing pgencrated outgeing packets,
routing -~ outgoing link selection resulting
from internal processing and buffer address
transfer,

CCIS generation/analysis - outgoing "call
initiate" message types and initiation of
Class 1 processes for received rackets.

packetizing and depacketizing - may be combined

with message assembly function {or device

specific bhuffers based on terminal rate.:
packetizing routines will utilize Class 11
access memory free list buffers for packet
generation,
Class 11 DMA control - Class 17 buffer address
transfers by DMA from vavious port data
memories, and
Class 1/1I "Dummy" message header genecation/
control - generation of table-driven Class 1
and Class 11 simulated traffic by counscle
request processing.
The selection of the design for SENET-DAX is based on
the design corsiderations, timing analysis and hardware
design for cost estimates.

F. Equipment/Software Survey Investigation

A

The microprocessors and LSI civcuits have created a revolution
in all possible areas of general interest. The selection of a
specific micro for a specific application is more complex and it

needs more careful investigation. Presently, 4, 8, 12, and 1l6-bit




processors are commercially available. The continuous advance-
ments in bipolar technelogy has yielded to bit-slice microproces=-
sor chips that makes the design of an arithmetic/logic unit and
I/0 interfaces mwodular and can be microprogrammed according te
the requirements. All these LSI devices are highly reliable
and require very low power as compared to large computers.
rocomputer family, one

has

1. software characteristics,

2. macro assembly languags,

. syvstem implementation languages,

3
4. operational cspability, availabiliry and cost, and
5

. development system off-line,
The integrated system concept has been examined in z four-node

experimental network configuration.

3. Performauce Characteristics

To evaluate the performance of the proposed svstem, certain
arameter values are assigned. Assuming the maximum traffic of 500
packets/second with an average figure of 00 and 13 calls/100 seconds.
The real-time clock interrupt of 1 ms and the average processor execu-
tion time is taken as 3 nicrosecconds/instruction. These figures lead
to the input and output link processor timings as is given in Table 5.3.

F

The variation of transmission efficiency, throughput and optimized
packet size is calculated for varving values of bit error rate for
block-by-block ARQ (Automatic Repeat Request) and is showm in Table 5.4.
For the packet size of 224 bits, the variation of the iink data

capacity as a function of the voice traffic load is shown in Table 5.5.
The blocking probability of voice calls and expected delay for data
messages are important factors reflecting the performance of the system.
Their variation for two different transmission rates are shown in
Table 5.6 and 3.7,

- & single 230.4 kb/s link in the proposed scheme is said to be
able to support up to 20 voice subscribers and 360 data subacribers.
In arriving at these values, the following voice traffic is assumed:

1. an average holding time of 3 minutes for local calls and
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TABLE 5.3

Link Input and OQutput Processors Timing Summary

Loading at the rate
of 500 packets/sec

Loading at the rate
of 200 packets/sec

Input
Processor

Qutput
Processor

Input
Processor

Qutput
Processor

Real-Time Clock Routine
Control Schedular

Free Memory-List Management
Packe: Analysis

Translation

Routing

CC1S Packet Generation
Transmit Packet Control
Acknowledge/No Acknowledge
Background Queue Processing
Timeout Processing

Output Address Generator

Maintenance Statistics

[0y
o
.

~d

.
oo O

P ]

Pl
.

Lo

4 o]

. .

[C LV, S ]
* o e

L

[T == R
[ B
(%]
P g

.
P’

g
.

wn
b

16.
7.

A

16/0%
7.8%
0.9Z

12,03

1.8%

16.0%
7.8%

0.9%

Total Processor Loading

Reserve




8100°
9500°
BLTO”
850"
Looz’

Leey
S9°1Y
€L ot
BT vE
26°07

6EV6”
9626°
6988 °
LT
L9y’

995 L1
986°¢
B6L°1
009
VA4

(poavadad 3ayoed
SNOBLNIAD

Afuo) 131 2dAL
gnonuyIuoy)

YZ00*
8L00°
920"
v6.0°
Y¥192°

VA
58" 1y
T0° 0%
A% AY
6C°CT

w6’
Zne6”
0ees”
9zl
yLe”

09¢° 92
58/
Ge

Le8
£ie

1 ad4],
SNONUT3UCY)

110"
IASA N
o%01"
[AA°TA
T116°

6S°1%
65" 6¢
L6°¢C
89°T¢
VIANA

ViYAN
9e3g”’
£86L°
oy8Yy’
L191°

ST0°STT
£66°GE
LL6°0T
60T €
8CL

g -

¥o0Tg~4q-3D0TyY

ajey
1011y
39oed

(sdgy)
andy8noayy,
unwyado

A5ua727334
uolssTWsURLY,
wnwyido

(s314d) 8271S
i@ioeg
wnwyido

ajey
101194

ITd

10203014 HYV

U e T e

70203014 DYV Iu2133i3ztd 2103 Indydnoayy,
pue Adupynijjy uOFSSTwsuel] Jo uoyiezjuyidg

%S 219vV.L




profIan)
YL 66
£2°L6
05°98
LL°6L
c0'tL
Z£°99
6465

198774

PEO{1.4a0
9866
w658
Ly gL
8Z°LY
99°09
977 %S
ZL708

LL8 oY

LLut
Ly 6l
A A4
9L°62
06782
5028
8164
£e "8t

ngyc1y

86" ve
LMY
h gy
91°6¢
68°19
29°89
Se6L
L0°¢8

40888

0

A% 61

UOTIEZTTIIN
quniy
T30}

10308y
UoEILLITIM
van(

(830234 Touuryd
JuNODDY 03U BUTTRLY
vieq 403 pTqRLIEAY
owela 30 UAdIDY

(Pa1y 201xYy)
ele(

103 arqe Ay
aweldy Jo quadiad

(8duetay)
133eal
ADTOA
palxajiio

(8a9oed 2)
prEOT BIB(
anoy Asng

DYJJeaL 9DTOA PAIIYIJO 3O UOTIDUNG L S8 UOTILZTTTIN ®IEg

g'c AIVL




?

A

- - w - w - - L

- - « - » ve'0 4 9

98’ 68L"° 18°02 - w ve'0 A ¢

oLL” €9’ L8 9T - w Vi) A c

£L9° gLy £E°56T - w ne'o AN 13

916" 91¢" '$70°61 - w hE" 0 A% (4

gLy’ 8stT’ ¢T100° 61 - w0 e o i 1
UOTIRZTITTAN | UOFACZETTAN (P2s51) | uorauzTryan (o9asw) | woy3ILZITTIN (a91047) | PPI2330
yunay BIR( awyy eang 2wyl avgop | (s8uetay ) | s3ayoey
TR30], BuratTem Auraren duyyootg vie(Q

jo ‘*toad
AIEpPUNOY o[ QBAON Kiiipunog poxtd

t808EN) AARpUNOY ATYUAON puR pPBX|] J03 D1)Iva), Bieq paaaiio
awrl Yupares oyl JO UOTIVTIBA

il b

ajuy uoresSTWsUBA] SJUN %°0L7

UITA UOTIBZTTRIAN wiw pue

9°¢

e e e

€8V

A

]

L R I YT

LI IRy




86868

0502 " 91 85868°

SL%0°ST 86868
2000° ST 86868
8SL” 0000°S1 86868
79L” 0000°ST 8686y°
6cL” 0000°ST 85868°
SIL” 0000°ST £l €66 0T 86868°
0oL” 0000°S1 nee” £€081°91 85868°
989° ¢ 0000°ST 6S€° 0061°S1 86868°

1497 0000°ST 8LT° €600°CT 86868 °

uoT3IeZTTIIN | UOTIL2TTITIN (dosw) | UOTIBLZTTTIIN (o@sw) [uoTILZTITIAN (3210A | PRI3330
junay, e3eq awxyl BlR( WY ao10p | sBuetag 6°€9) | siayded
ie30], Sutratem 3ur3item SuryooTyg eIRg
jo -qoig

Axepunog 2TqEAOK Azepunog paxIj

238y I911IEB) T
¢sasep Kavpunog 2TqEAOK PUE PIXTJ 103 DT3Bl ®IRQ PIIDII0
Y3ITM UOTIBZITIIN BIEQ PUB SWIL JUTITEM Yl JO UCTIBTIR

L°8 3TYVL




5 minutes for trunk calls,
2. a call distribution by transmission rate given by:
10% at 2400 bits/sec,
10% at 4000 bits/sec,
15% at 8000 bits/sec,
50% at 16,000 bits/sec,
10% at 32,000 bits/sec,
5% at 50,000 bits/sec, and
3. all calls are full-duplex.

4, Discussion

In the proposed nodal processor system, a two level bus
structure is utilized and the memory contention proplem can be
avoided only by an efficient connection network. A single link
with the master processor of the node 1s not at all sufficient.
Similarily, inter-node communication line alternate paths intro-
duces redundancy in the system and causes increased implementa-
tior cost, it does provide improved availability and reliability
of the system.

The two~memory system nodal processor also suffers from the
conflict problem and there is a need for larger number of small
memory modules. The graceful degradation capability should also
be considered. In the system, only one port is allocated to
the trunk lines. Such a dedicated assignment is definitely ef-
ficient if we assum: that the amount of trunk traffic is expect-
ed to be substantially greater than the local use. This might
be true on the average basis. But the same ratio may not hold
good for the instantaneous traffic conditions. A thorough investi-
gation of the expected traffic situations is essential. It is
believed that a better overall throughput of the system can be
achieved by optimizing the sharing of the resources and the

dynamically varying port allocations might be helpful in this

-respect.
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With ever-increasing costs of software, much emphasis
should be directed towards specifying modular operating sys-

tems. The adopted language should be carefully evaluated in

the light of important factors like portability, universality,

etc. It is worth investigating the use of roving master pro-
cessor at each node., This makes testing of the master—-pro-
cessor possible and the roving master technique avoids the sys-
tem failure because of only one faulty processor. Moreover,
on-line and off-line error diagnostic strategies need to be

clearly defined.
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CHAPTER VI
CARNEGIE-MELLON C.mmp AND Cm*

1. Introduction

The Carnegie~Mellon University multi-mini-processor C.mmp was
designed to satisfy the computation*ftquirements of research projects
and to investigate the computer structure [20]. The main constituents
of C.mmp are shown in Fig. 4.1. It consists of up to 16 miniprocessors
(DEC PDP-11/20 and PDP-11/40) and a large shared memory with a possible

interconnection between a processor and the memory via the cross-bar

switches denoted by Smp. The processor and manually controlled switches

Skp enable a link between each processor and controllers (Kio) which in
turn allow access to the secondary memories and 1/0 devices.

A small local primary memory MP associated with each computer
reduces the band~width requirements and allows it to function as a com-
pletely independent computer and to take care of off-line maintenance.
But the local memory is not available for the user. The data operations
component, Dmap’ transforms the processor-furnished address to a physical
memory address. This way 16 processors Pc can concurrently communicate
with all of the 16 shared memory ports MS. The problem comes only when
more than one processor wants to have an access to memory locations in
the same port serving up to 65 K-bit words. An effort to resolve the
contention is done by obtaining the statistical distribution of memory
references and taking hardware and software measures such as proper page
placement and utilization of cache for co-ordination between the pro-
Cessors.

The operating system of C.mmp consists of a "kernel" and "multi-
layered standard extensions." The kernel provides only bare essential
tools for the operating system and includes only the creation of a
virtual machine to support user programs and functions of a resource
manager and allocator. The kernel part can back up a number of exten-

sions which take care of other mechanisms of the operating system,
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To make the system more rveliable, multiple copies of critical data
are stored and important results are obtained by comparing the results
of two distinct methods computed on the same or on two different pro-
cessors, The hardware functioning is tested at fixed intervals or
applying the diagnostic test when the processor is idle,

The descendant of C.nmp is Cm* which stands for an arbitrary number
of multi-microprocessor computer systems and is shown in Fig. 6.2, Most
of the basic ideas and the arvchitectural features contained in C.mmp are

followed in Cm*. The processor-memory module is called computer module

of CM' A low concurrency network of buses give access to shared memory.

The local memory to a processor is also shared.

The Slocal provides the first level of memory mapping to the pro-
cessor's local memory while outside access requests are made via the
Kmap‘ All non-local memory references are performed by message switching
with each message buffered until the receipt of a positive answver. The
memory request outside the cluster of CMS and a Kmap is done through

Intercluster buses.

2. Description

A, Utilized Communication Concept

The possibility of using C.mmp for the communication network
has been explored by emulating the bebavior of a singie node in an
integrated circuit-~packet~switching communication network {19,23].
The transmission integration is based on the SENET scheme which
requires classification of traffics into three categories: Class 1,
Class II and Class 1II, The details of the modified frame are
shown in Fig. 6.3, It starts from a certain number of bits feor
Common Channel Information Signalling (CCIS). Then follows a Class
I region. The rest of the frame is occupied by the Class 1I which
also includes Class III data and hence no distinction is made
between the two classes of traffic. Class I date is transmitted in
‘fixed slots, one allocated for each logical channel currently in
ase. Thus Class I data is either accepted or rejected, with short
connection delays and without error control, Class IT traffic is
always accepted but may incur a system delay with short connection
and cross-network delays, The Class Il data is transmitted as dis-

joint packets and requires a high degree of reliability,
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Fig, 6.3  An integrated network frame
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1. Relay Functions (Trunk lines)

a. Routing selection

i. choice of output line to send message out on,

including messages originating at this node,
ii. essentially table-driven at this level.
Message acknowledgement
i, acknowledging received messages,
ii. timeout on expected acknowledgements for sent
messages.
Channel discipline
i. frame decomposition and assembly,
ii. allocating/compacting real-time message
in frames.
Maintenance of routing tables
i. timing of message delays to neighbering nodes
for adaptive routing..
Hardware/software fault detection
Intra-node detection: timeout, RXXM, data struc-
ture integrity check, reliability analvsis,
inter-node detection/correction: status of
other nodes as viewed over interconnecction
links, external load/restart capabilities.
2. Regional Functions (Access liunes)
a. Analysis/validation/generation of packet header fields
i. precedence check: 1is this terminal authorized
to use this level of precedence?
security authorization check: is this terminal
authorized to send/receive messages of this
security level?
do they
match?
segment count: check for any missing or out-
of-sequence and appropriate actions if se,
generation of any necessary header information

for originating messages.
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Flow control functions:

2

i, access deniil: refusing origination traffic
for categories not being accepted by destina-
tion (e.g., because of congestion),

ii, queue-length monitoring, to detect congestion,

iii. purging of low category/precedence traffic

from queues if necessary,

iv. delay of acknowledgements if congested.

Logical channel control:

opening/closing of logical channeis, especially
for real-time connections.

Preceden.e handling functions:

for high precendence messages.
Identification/validation of terminals:

table lookup, possible password check, etc.
Compatibility conversions:

character translation, mode/format conversions.
Maintenance of regional tables:

line tables, terminal ID tables, logical chan-

nel tables, etc.

Hardware/softward fault detection.

Statistics gathering/reporting.

Functions marked with an asterick (*) are "outer-locop" functions,

i.e. functions which require negligible execution time compared to

the "inner-loop" functions.

C. Software Organization

The system is implemented as a set of procedures by using homo-

geneous processors and shared memory. The scheduling of the tasks

is performed via a set of priority ordered queues as is shown in

Fig. 6.4.

A significant amount of redundancy carried in Class I traffic

"allows tolerance of a larger error and hence error-checking and

génerating acknowledgments for Class I packets can be avoided.

But the establishment and maintenance of a Class 1 channel is cri-

tical and the control messages are transmitted as Class 11 packets.
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After the arrival of a frame, the available processor initiates
the task of decomposing the frame giving special consideration and
precedence to Class I traffic. The handling of incoming Class 1
traffic by the switch program at a trunk node is basically a "scatter-
write” operation where the Class 1 slots arrive in a contiguous
buffer and are copied oné part at a time to various output buffer
locations as resolved by the Class I routing tables.

The type of design discussed above has poessible drawbacks of

slippage or overwrite of Class I slots. The first problem consists
of the introducing of random gaps when Class I slot misses its out-

put frame and is delaved by one extra frame period. The secon

Cla

problem happens when a Class I slot is over-written by the slot

arriving in the next frame and before the output frame has been

transmitted. These problems can be avoided by utilizing en extra

buffer so that an input frame is never switched to a new buffer in
mid-strean.

The Class Il packets are individually iscolated during the frame
decomposition and the Class 11 copy task queue is utilized to indi-
cate each individual packet. After the termination of the frame
decomposition, the prucessor returns to the pool of available idle
processors and computer for the pending tasks.

Fig. 6.5 indicates the sequence of tasks in the Integrated

switch system. QO is the Input Frame Queue, Ql is the Class 11
Copy Queuve. The Class 11 data packets are copied into individual
buffers and thereafter different tasks are created depending on the
nature of its tvpe, precedence and final destination (Q3 and Q&)°
Some Class 11 packets. containing control information or acknow-
ledgements, are forwarded to other switches or a specific control
function is performed followed by the packet deletion. Routing

and acknowledgement generation tasks are created for the data pac-
kets with a foreign destination. The routing tasks are implemented
on QS and Q6'

B.” Experimental Design

In C.mmp, twec processors are used for both the generation of
script (i.e. the incoming frames for each channel} and the analysis

of the result. A ring of eight buffers are reserved for each channel.
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